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1.0 Introduction

On August 8, 2014, Indianapolis Power & Light Company (IPL) experienced a failure of a Westinghouse
CM-22 480-volt network protector at 26 S. Meridian Street. The subsequent Root Cause Analysis (RCA)
investigation resulted in nine recommendations that were included in the “Root Cause Analysis Report
for the 26 S. Meridian Street Network Event” which was issued by IPL on October 3, 2014 and discussed
in a public meeting with the Indiana Utility Regulatory Commission (IURC) on November 3, 2014. On
December 5, 2014 IPL provided its Action Plan in response to the RCA report recommendations.

Four of the recommendations in the Action Plan require a report to be filed with the IURC by January 31,
2015 to provide updates on the progress of these recommendations.

The following table summarizes the four reporting commitments as shown in the Action Plan for the 26
S. Meriden Street RCA Report.

Recommendation Commitment Required Report Action
1 - Replace 480 Volt Network | Provide summary of the Include results in report to
Protectors number of 480 volt Network be filed with IURC by January
Protectors that have been 31, 2015
replaced.

Quarterly reporting required
through end of program in

2016
2 - Network Event Response Provide draft of written Provide access to draft copy
Plan response plan to IURC by January 31, 2015

Final version due February
28, 2015

Tabletop Drill to be
conducted in April 2015

5 - Gateway Vault Issue written procedure Submit copy of procedure in
Communication Review document for responding to report to be filed with IURC
Telemetry Errors by by January 31, 2015
December 31, 2014
Issue Annual Availability Include in report to be filed
metric for 2014 in January with IURC by January 31,
2015 report 2015
6 - Enhanced Network Complete inspection of pre- Submit Summary Report of
Protector Inspections 1985 Network Protectors by results in report to be filed
December 31, 2014 with IURC by January 31,
2015

For reference, the complete list of recommendations from the 26 S. Meridian Street RCA Report and the
IPL commitments are included in Appendix A of this report.

26 S Meridian Street Action Plan Status Report — January 2015 Page 1 of 11
Issued by Indianapolis Power & Light Company January 30, 2015



2.0 Summary

In the Action Plan for 26 S. Meridian Street dated December 5, 2014 there were four items that were to
be included in a report to the IURC by January 31, 2015. They were:

e Recommendation 1, report on number of 480 volt Network Protectors replaced as of
December 31, 2014 (Covered in Section 3.1)

e Recommendation 2, complete draft version of the Network Event Response Plan (Covered
in Section 3.2)

e Recommendation 5, report on annual availability metric for the Gateway Vault
Communications and status of Operating Procedure for Telemetry Errors (Covered in
Section 3.3)

e Recommendation 6, report on inspection of pre-1985 Westinghouse CM-22 480 volt
network protectors and the inspection findings (Covered in Section 3.4)

3.0 Status of Open Commitments from 2014

This section will highlight each of the four open reporting commitments at the end of 2014 and provide
their status as of December 31, 2014. The text of the recommendation from the RCA report is
included, followed by the IPL commitment that is due by January 31, 2015, and IPL’s action to date.

3.1 Recommendation #1 - 480 Volt Network Protector Replacement Program

Move forward with the program to replace all 480volt network protectors as part of the Arc Flash
Mitigation Program. Verify the location of all 58 pre-1985 Westinghouse CM-22 network protectors and
prioritize them in the replacement program. These pre-1985 CM-22 network protectors will be
prioritized along with the network protectors identified with aluminum bus and those protectors
identified as having issues with toluene out gassing. These priorities come from commitments made in
IPL’s 2012 response to the Independent Assessment of Indianapolis Power & Light’s Underground
Downtown Network, dated December 13, 2011. This recommendation will address the potential gray
spool insulator issue identified in this investigation. Change-out of the network protectors would also
address any concerns with the bushings discussed in the alternative scenario.

e |PL Commitments due by January 31, 2015

e Monitor and track the 480-volt network protector replacement program progress on a
monthly basis to assure that the schedule is being met.
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IPL Actions: IPL has replaced two 480 volt network protectors out of a total of 137. IPL plans
to replace 40 additional 480 volt network protectors in 2015. Weather conditions, circuit
and network transformer loadings, customer cooperation for outages, and other system
factors will determine when these change outs can occur during the year. IPLis currently
negotiating with an outside contractor to assist with these change-outs. This would provide
additional resources and allow a greater number of network protectors to be replaced in the
spring and fall during lighter load conditions. The plan is to have the contractor on-site
starting in March 2015.

Going forward IPL will report quarterly the current status of the 480 volt network protector
change out program until all 480 volt network protectors have been replaced.

3.2 Recommendation #2 - Network Event Response Plan

Develop a formal written Network Event Response Plan. This plan should identify the key personnel, the
order in which they are notified, the type of messages, and how messages are delivered. IPL will
establish an on-scene incident command structure for handling the event and conduct annual tabletop
drills of the plan. IPL will invite IFD to participate in the drills.

e |PL Commitments due by January 31, 2015

e [ssue a written draft of a Downtown Underground Network Event Response Plan by January
30, 2015. This plan will provide roles and responsibilities and the notification protocols to be
followed. The plan will provide the support organizational structure that will be used during
a network event and will designate an on-scene IPL Incident Liaison to IFD and other public
safety officials that are on-scene. The final plan will be completed by February 28, 2015.

IPL Actions: The draft of the Network Event Response Plan has been completed. As this is a
confidential document and has been marked as containing confidential operational
information and potential Critical Energy Infrastructure Information, a copy of the full draft
plan has not been included in this response. The Executive Summary section is being
provided in Appendix B as it does not contain any confidential information. IPL will make
the draft of the response plan available to the Commission for review subject to the
protection of confidential information from public discloser.

3.3 Recommendation #5 - Gateway Vault Communication Review

Conduct a review of all Gateway Vault circuits for communications stability and frequency of telemetry
errors. Review the routing of Blue Network SCADA' communications cable in the vaults. Determine if
there is a way to provide increased fire protection during an event.

e |PL Commitments due by January 31, 2015

! The Blue Network SCADA communication cable is the copper twisted pair cable that runs in a daisy chain pattern
from the network protector relays to the Vault Guard relay. This is the cable that was damaged in the event at 26
S. Meridian Street on August 13, 2014.
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e |PL will implement a daily report that will list all downtown network equipment that is
flagged to be in telemetry error. This report will be sent at 7 AM each day to key people in
Engineering, Network Field Operations, Transmission Field Operations, and Customer
Operations Leadership to determine actions that are required to address telemetry errors.

IPL Actions: IPL implemented the daily network equipment status report on December 1,
2014. This report is now in place and is being issued each day at 7 AM in an email sent to
several people including Network Engineering and Network Field Operations. A sample of
the daily email is included in Appendix C to this report. That same information is also
available on the IPL Asset Management intranet website. IPL has developed a metric that
measures the availability of the Network SCADA information based on the amount of time
that the data is available. This is included in a monthly report on the asset management
intranet site.

e An operating procedure will be developed and implemented that will outline how telemetry
errors will be addressed will be issued by December 31, 2014.

IPL Actions: IPL developed and issued an Operating Procedure on December 22, 2014 for
addressing telemetry errors with the Gateway Vault Communication System. A copy of the
Operating Guide is included as Appendix D to this report.

Due to the original design of the Central Business District (“CBD”) communication network;
many of the Telemetry Alarms/Failures are troubleshot with varying degrees of

success. Currently there are 13 Gateway Vaults. IPL Engineering has ordered five new
Gateway Vaults and will be modifying the communication network for the CBD SCADA. By
increasing the number of Gateway Vaults by 38%, on average the number of Vault Guard
Relays on the copper “Blue Wire” twisted pair will reduce by 28%. The number of Vault
Guard relays per Gateway Vault impacts the ability to sustain reliable communication. [IPL
expects that splitting the Gateway Vault circuits into small segments will improve the
communications.

IPL has developed a metric to track the availability of the Gateway vault communications
between the Vault Guard Relay and the individual network protector relays. The metric
measures the percent of time that IPL was able to communicate with each network
protector. The monthly target is 95% availability. The figure below illustrates the 2014
availability.
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3.4 Recommendation #6 - Enhanced Network Protector Inspections

Enhance the network protector inspection process to ensure attention to the issues cited in this report.
The enhanced inspection process should include visual inspection of the bottom area around the
transformer bus in the network protector for debris or evidence of tracking on the bus support
insulators and visual inspection of the network protector bushing for signs of cracks or tracking. An
example of this enhanced inspection process was the inspection of the bottom bus support insulators on
the UG 661 network protector at 26 S. Meridian Street vault and 44 N. Senate Avenue vaults and
obtaining pictures of this area.

e |PL Commitments due by January 31, 2015

o |PL will inspect all remaining 53 Westinghouse pre-1985 CM-22 network protectors to assure
there is no debris in the bottom area of the bus support insulators and that there are no
signs of heating or breakdown of the support insulator. These inspections will be completed
no later than December 19, 2014.

e |PL Actions: IPL completed the inspection of 52 pre-1985 Westinghouse CM-22 network
protectors as of December 3, 2014. The inspections did not find any signs of heating in any
of the network protectors in the lower area of the transformer bus supports.
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4.0 Conclusion

IPL remains committed to assuring the safe and reliable operation of the Downtown network system.
IPL is working to complete implementation of all nine of the recommendations included in the Action
Plan for 26 S. Meridian Street. The reporting requirements included in the Action Plan will be met
through emails for the quarterly progress reports for the network protector replacement program.
Those emails will continue until all 480 volt network protectors have been replaced which is scheduled
to be done by December 2019. A written report will be filed in January 2016 to detail progress on the
remaining recommendations.
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Appendix A — 26 S. Meridian Street Action Plan Status as of December 31, 2014

Recommendation

Commitment

Report Action

1 - Replace 480 Volt Network
Protectors

Provide summary of the
number of 480 volt Network
Protectors that have been
replaced.

Quarterly reporting required
through end of program in
2016

Include results in report to
be filed with IURC by January
31, 2015

2 - Network Event Response
Plan

Submit draft of written
response plan

Final version due February
28, 2015

Tabletop Drill to be
conducted in April 2015

Submit draft copy to IURC by
January 31, 2015

3 - Meeting with Indianapolis
Fire Department

Continue to meet annually
with IFD

This recommendation was
complete as of September
10, 2014. On-going annually
meetings will be held

Include designation of on-
scene incident commander in
Network Event Response Plan

Will be included in the
Network Event Response Plan
for Recommendation 2

4 - Mitigation Strategy to
limit severity and
consequences of a
network transformer
failure

Study relay settings on CBD
network feeders to better
detect a low voltage side
fault

Acton Plan due by March 31,
2015; include results in
January 2016 report
Commission

Review options for fire
detection system in 480 volt
spot network vaults

Report to IPL management
due by March 31, 2015;
include results in January
2016 report to the
Commission

Review use of FR3 insulating
fluid in main tank of network
transformers

Report to IPL management
due by May 1, 2015; include
results in January 2016
report to the Commission

5 - Gateway Vault
Communication Review

Issue written procedure
document for responding to
Telemetry Errors by
December 31, 2014

Submit copy of procedure in
report to be filed with the
Commission by January 31,
2015

Issue Annual Availability
metric for 2014 in January
2015 report.

Include in report to be filed
with the Commission by
January 31, 2015

Review routing of blue
twisted pair communication
cable

Issue report to IPL
management by May 1, 2015;
include results in January
2016 report to the
Commission
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Recommendation

Commitment

Report Action

6 - Enhanced Network
Protector Inspections

Complete inspection of pre-
195 Network Protectors by
December 31, 2014

Submit Summary Report of
results in report to be filed
with IURC by January 31,
2015

7 - Succession Plan

Continue to monitor, update,
and implement the
Company’s succession plan
for key staff responsible for
network operations.

Provide summary of the
updated succession plan in
the January 2016 report to
the Commission

8 - Participation in Industry
forums and Conferences

Send at least 2 people to the
Eaton Electrical Network
System Conference in March
2015

Include results in the January
2016 report to the
Commission

Continue participation in the
Northeast Underground
Committee meetings

Include results in the January
2016 report to the
Commission

9 - Steps to Improve
inspection and
maintenance records

Conduct annual audits of
work orders and inspection
data for completeness

Include results in the January
2016 report to the
Commission

Develop process where audit
results are reviewed by IPL
Management

Include results in the January
2016 report to the
Commission
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Appendix B — Executive Summary from Draft Version of Network Event Response Plan

Executive Summary

This response plan has been prepared to provide guidance and define the roles and
responsibilities of those IPL personnel that may be called upon to assist during a network event.
Like IPL’s Emergency Response Plan for storm restoration, this Network Event Response Plan is
structured to follow the National Incident Management Structure (NIMS). The plan defines the
roles needed to address a network event and identifies the IPL company positions of people
filling those roles. For purposes of this plan, a network event is defined as a manhole fire, a
secondary duct line fire, or a network vault fire. Upon notification a network event as defined
has occurred, the Network Event Response Team will be notified and activated. The Network
Event Response Team can be activated for other situations at the discretion of the Transmission
Operations Control Center. Members of the Network Event Response Team are defined in the
plan.

The Incident Commander and the Liaison Officer are two key positions in this plan. The
Incident Commander directs the overall response to the event. They will be on-scene of the
event taking charge of the situation. The Liaison Officer provides the link to the City of
Indianapolis emergency responders. In most cases this will be the Indianapolis Fire Department
(IFD). The IPL Liaison Officer will remain in direct contact with the IFD Incident Commander
while coordinating information exchange between IPL and IFD.

The Response Plan defines other roles that are needed to support the event response. These roles
include the Public Information Officer, Operations Section Chief, Planning Section Chief, and
Logistics Section Chief. The responsibilities associated with each of these roles is defined in the
Response Plan along with the designation of IPL company positions of people filling those roles.
All members of the Network Event Response Team receive the emergency notifications that are
sent out through IPL’s Emergency Notification System during a network event.

The Response Plan covers coordination with Marion County Department of Homeland Security
(Marion County DHS). IPL has a history of good cooperation with Marion County DHS and a
good working relationship. During a network event IPL will establish contact with the Marion
County DHS Emergency Operations Center Director and respond to requests for information
from them. The Response Plan also covers After Action Reporting and evidence preservation
for later use in a Root Cause Analysis investigation.

No plan can cover all situations that may occur. The intent of this plan is to provide a formal
documented framework and guide that will lead to a successful response to a network event or
other situation where the Network Event Response Team can provide their knowledge and
assistance.
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Appendix C — Sample Daily Email of Gateway Vault Communication Issues

From:

Sent: Monday, January 19, 2015 7;10 AM

To: DT Network Alarms

Subject: Downtown Network Alerts January 19, 2015

ProtName Time Stamp Quality 1A |IB | IC |Protector Rating Network Protector Relay Breaker Fail Breaker Pumping Device Status Relay Alarm Relay Temp VTA VNA VTB VNB VTC VNC

GVAULT02.613-130.MON |1/14/2015 12:07:28 ev BRI © o CLOSE Normal  Normal (ONLINE Normal 0 bl e o e o]
GVAULTO4.611-26E.GA  1/31/2012 12:35:31 P [N 511 529 502 CLOSE Normal  Normal ONLINE Normal 29 280 280 280 280 280 280
GVAULT04.651-255.MRD 1/14/2015 12:07:43 o [N 955 992 1140 3000 CLOSE Normal  Normal Normal 30 127 127 127 127 [116 116
GVAULT04.661-265.MRD 1/14/2015 12:07:43 PrEERIIO 0 0 1600 OPEN | [ R ormal 2o [ PN BN B
GVAULT06.432-37.MON  |1/19/2015 7:10:08 AM _Normal [466]470 480 3000 CLOSE |Normat Normal |oNLINE Normal |32 ‘8.d78 |p8127.d28.127.8
GVAULTOB.411-121E.TIP 171472015 12:08:25 PO 0 © 1600 CLOSE Normal  Mormal ONLINE Normal 0 [ | | |
GVAULTOB.431-121E.TIP 1/14/2015 12:08:25 M0 © 0 1600 CLOSE Normal  Normal ONLINE Normal 0
GVAULTO8.441-121E.TIP 171472015 12:08:26 Pu e © 0 1600 CLOSE Normal  Normal [ONLINE Normal 0 o | [ |
GVAULT09.422-126E.MKT [1/19/2015 7:09:40 AW Normal o [0 [0 1600 OPEN Normal  Normal [onLINE Normal  [30 | B3 BN B
GVAULT09.442-150E.0H [1719/2015 7:10:10 AM Normal 486475487 3000 cLosE [Normal ~ Normal |oNLINE Nermal 21 272 273 (B ER 202 225
GVAULT10.431-36W.VT 1/19/2015 7:09:40 Av IO © © 1600 OPEN N orat ONLINE e S 2 o s
GVAULT10.441-39W.VT 11/14/2015 12:08:38 PO © 0 1600 CLOSE Normal  Normal [ [T [ | |
GVAULT1Z.412-110N.MJ [1714/2015 12:08:43 Py [N 238 181 221 3000 cLosE Normal  Normal JONLINE Normal 17 125 125 125 125 126 126
GVAULTIZ.442-165.N) 171472015 12:08:44 o [N 477 496 406 CLOSE Normal  Normal ONLINE Nermal 18 125 125 125 125 125 125

Key to Report

TE — Telemetry Error, all data from this relay cannot be trusted

ALARM — Device is in an error state or abnormal state
OFF LN — Relay is off line, not communicating
ONLINE — Relay is on line and communicating

NORMAL — Relay status point is in normal operating range

Numbers in the right hand columns that are red are above or below the acceptable operating limit
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Appendix D - AM-CBD-003: CBD SCADA Maintenance Priorities Procedure Document
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1. Scope

This document describes the procedure for responding to abnormal readings in the IPL Central
Business District (CBD) supervisory control and data acquisition (SCADA) system. This document
includes the recommended responses to network protectors, relays in the protectors,
communication cables, vault guards, fiber interfaces, and remote terminal units (RTUs). It does
not include any responses for irregularities in the Energy Control System (ECS) or the PI Historian
computer systems.

Purpose

The purpose of this document is to provide guidelines and priorities for addressing and responding
to CBD SCADA generated abnormal readings. These readings may be unusual electric system
quantities or communication errors that should be given attention.

Safety

Although this document is not a safety manual, inspectors are required to follow all IPL safety
procedures while troubleshooting SCADA or network issues. Safe work practices for entering and
working in vaults and manholes are described in the IPL Safety Manual.

Responsibility
IPL Asset Management working with Field Operations and Engineering is responsible to give

guidance on the priorities given to CBD SCADA errors and monitor the performance of the CBD
SCADA system and the timeliness of the repairs.

Substation and Network Operations is responsible to schedule and record the work done to respond
to nonstandard readings. Substation and Network Operations is also responsible to provide
feedback to Engineering and Asset Management that will help improve the overall system design
and response process. This may include suggested design modifications, adding assets, deleting
assets, changing criteria, etc.

CBD SCADA System Design Overview

In the downtown network the network protectors have microprocessor relays that monitor
electrical quantities and status points. This information is transmitted via twist pair “blue wire” to
Vault Guards located in network vaults. There are more than 300 network protectors and presently
13 Vault Guards so that each vault guard communicates with approximately 25 or so network relays
via an Eaton proprietary protocol over the copper “blue wire”. The copper communication paths
are radial to each network protector relay. The copper transition to fiber takes place in an H&L
Instruments device associated with each of the Vault Guards. This conversion allows the fiber
cable to be in a self-healing loop. Thus any single fiber cable does not result in loosing
communication to any relay. However, a twisted pair wire failure will result in a loss of relay
communication to downstream devices and in some cases upstream if the failure results in a
conductors “shorting” together.

Two RTUs, one at Gardner Lane and the other in the basement of the Electric Building Substation
are used to communicate from the H&L Instruments to the ECS system. The Transmission
Operating Control Center can control and monitor the network protectors via the ECS System.

All data from the network protector relays are stored in a Pl Historian for historical analysis and
almost real time (delays of less than a few seconds) monitoring.
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The following Figure 5-1 CBD SCADA Analog and Status Points show the network protector relay
analog and status points that are monitored and/or controlled via the ECS system. This example
shows the network protector relay on UG 611 at 330 West Maryland.

With over 300 network protectors in service in the downtown network the CBD SCADA is controlling
and/monitoring more the 6,400 points in real time.

Network SCADA Data

Status Points | RTUNO | PNTNO | SUBNAM PNTNAM

34 1|GVAULTO05 |611-330W.MD DEVICE STATUS

34 2|GVAULTO05 |611-330W.MD RELAY ALARM

34 3|GVAULTO05 [611-330W.MD NWP RELAY BREAKER

34 4|GVAULTO05 [611-330W.MD BREAKER FAILURE

34 5|GVAULTO05 |611-330W.MD BREAKER PUMPING

34 6|GVAULTO05 |611-330W.MD PUMP PROTECTION ENABLE

34 T|GVAULTO5 |611-330W.MD RESET PUMP

34 8|GVAULTO5 [611-330W.MD PRIMARY SWITCH
Analog Points| RTUNO | PNTNO | SUBNAM PNTNAM

34 1|GVAULTO05 |611-330W.MD TA

34 2|GVAULTO5 [611-330W.MD IB

34 3|GVAULTO5 |[611-330W.MD IC

34 4|GVAULTO5 [611-330W.MD VNA

3 5|GVAULTO5 |611-330W.MD VNB

34 6|GVAULTO5 |611-330W.MD VNC

34 TIGVAULTO5 |611-330W.MD VTA

34 8|GVAULTO5 [611-330W.MD VTB

34 9|GVAULTO05 [611-330W.MD VTC

34 10|GVAULTO05 [611-330W.MD KW

34 11|GVAULTO5 |611-330W.MD KVAR

34 12|GVAULTO05 [611-330W.MD RELAY TEMP

34 13|GVAULTO05 [611-330W.MD KVA

Figure 5-1 CBD SCADA Analog and Status Points

6. Pl Historian

Most of the CBD SCADA data used for analysis and troubleshooting is queried from the Pl Historian.
PI Process Book, MS Excel and Access, SQL via Web Pages are all methods used to retrieve the data
from the Pl Historian.

Figure 6-1 shows a Pl Process Book one-line of UG 661 feeder from Gardner Lane Substation.
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GARDNER LANE
UG #661 - Unit #3

Vault 22 W Georgia
2,000 kVA, 2771480 V'
149A 274V

Vault 32 E Georgia
1,000 kVA, 120/208 V
482A 127V

Vault 26 § Meridian
1,000 kVA, 2771480 V

Vault 32 W Georgia
2,000 kVA, 277/480 V

0A 15V
189A 273V 489 A 126V 0A 15V
161A 274V 4704 127V 0A 15V
ﬁ 430 kVA 422 KVA
127 KVA @ 180 kva J& 0 kVA

Vault 60 W Maryland
2,000 kVA, 277/480 V'

Vault 38 S Meridian

1,000 kVA, 2771480 V
Readings in green indicate errors

514A 274V 503A 273V
5204 273V 505A 272V
524 A 274V 534 A 274V
Vault 10 § Capitol Vault 125 § Penn
2,000 kVA, 277/480 V 2,000 kVA, 2771480 V
528 A 274V 5324 2719V
515A 275V 571A 279V
481A 278V 558A 281V
264 KVA 128 kVA ﬂf
0 kva 4& 459 KVA

Vault 50 W Washington
1,500 kVA, 277/480 V'

Vault 211 § Meridian
1,000 kVA, 120/208 V

341A 272V
326A 273V 452 124V
332A 274V ﬁgiﬁ 1122‘:“”

Figure 6-1 Pl Process Book UG 661 One-Line

MS Excel is also used for monitoring and analysis of the CBD network. This MS Excel file shown
below is available for download from the T&D Asset Management web site at

http://iplassetmgmt/Default.aspx.
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Figure 6-2 Pl MS Excel Pl Add-In of CBD Network Protectors
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7. CBD SCADA E-Mail

IPL has implemented “push” and “pull” technology to help identify issues with the CBD SCADA
system that may need to be addressed.
Every morning an e-mail is sent to Field Operation, Engineering, and Asset Management personnel
identifying any abnormal CBD SCADA analog or status value. Figure 7-1 Daily E-mail of CBD SCADA
Alarms below shows an example.
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Figure 7-1 Daily E-mail of CBD SCADA Alarms

Any item highlighted in red shows an abnormal condition. However, it needs to be noted that
when a protector is taken out of service for maintenance or another reason it will show in error
because the network relay is not powered up and unable to communicate. In the example above,
feeder UG 622 is out of service. This results in transformer side voltages (VTA, VTB, & VTC) being
in alarm. This is a normal condition when a primary feeder is in alarm.
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This same information is available on demand from an internal T&D web site. The link is:

http://iplassetmgmt/Pl/DTNetworkinteractive.aspx

8. Priority Definitions

IPL uses a priority system of 1 through 6 to identify the urgency of follow up work. See the

document AM-ALL-005 Priority Code Assignment Guidelines for more details. The table below

summarizes these definitions. The next section will give examples to help in the determination of

which code to choose when initiating work.

POWER DELIVERY WORK
PRIORITY CODE DEFINITIONS

PRIORITY
CODE CODE DESCRIPTION

SEMI- Semi-Urgent Work
Scheduled to be worked in

URGENT next 2-Weeks

Opportunity Work
Scheduled to be completed
when other work on the asset
is also being done oritis a
convenient opportunity.

6 JOB JAR First Available Coordinated

Figure 8-1 IPL Priority Definitions
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9. CBD SCADA Troubleshooting Priority Guidelines

The table below will help guide the user in assigning priority codes. These examples are not all
encompassing. There will be certain unique circumstances from time to time that will influence a
change in the priority assignments. All work orders for troubleshooting will entered and tracked in

EMPAC.

CBD SCADA Recommended Priority Code Assignments

Priority Code

Examples

1

Breaker (Protector) Pumping Alarm
Protector current greater than 100%

Entire Gateway Vault communication group is not communicating

Unbalanced protector currents showing 0 on one or two phases and
current on the remaining phase(s)

Relay in alarm and Quality flag is not Telemetry Error (TE)
Breaker fail is in alarm and Quality flag in not “TE”
Protector closed and no current on one or more phases

Relay Temperature in Alarm and Quality flag in not “TE”

All protectors at a vault location are not communicating (Quality Flag is
in error)

Network relay is in Telemetry Error (TE) and protector is not out of
service

Transformer or Bus Voltage is outside the normal range (+/- 5%)

Protector current in alarm (Greater than 50% load) for more than two
consecutive days

Table 9-1 - CBD Priority Examples
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